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The properties of radiation emitted when a single electron passes through an undulator element,
though quantum in nature due to small occupation number, should extrapolate to the same observed
properties of undulator radiation in the high occupation number of an intense electron beam. A
measurement of the angular distribution of radiation from a single electron is being developed at the
Integrable Optics Test Accelerator (IOTA) facility under the experimental name AMPUR, described
in this document. One feature of undulator radiation from a single electron is that during a single ac-
celerator period, there is a non-negligable chance that two photoelectrons are generated in a detector
viewing the radiation region. The system described in this document is designed to measure the angle
between these two photoelectrons relative to the trajectory of the circulating electron. Micro-channel
plate based photomultipliers are considered as a candidate detector technology, and a small detector
has been used to measure undulator radiation in the Run 2b phase of IOTA. The considerations for
a next phase of this measurement are detailed, possibly involving the use of Large Area Picosecond
Photodetectors.
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I. INTRODUCTION

The properties of radiation emitted when a single electron passes through an undulator element, though
quantum in nature due to small occupation number, should extrapolate to the same observed properties
of undulator radiation in the high occupation number of an intense electron beam. One phenomenon that
emerges when considering the electron’s interaction with the undulator field in quantum electrodynamics
(QED) is a non-negligable probability of two photoelectrons being generated in a detector viewing the
radiation during a single passing of the electron through the undulator.

This document describes the development of a measurement of the angle of the position of those photo-



electrons with respect to the axis of the particle trajectory. One goal of the measurement is to confirm that
the angular distribution of undulator radiation from a single electron matches the distribution expected from
an intense beam. Additionally, the precision measurement of undulator radiation at the single photon level
may provide instrumentation useful for other undulator-based beam systems such as those used for optical
stochastic cooling or self-amplified spontaneous emission.

Section I reviews background information on undulator radiation, and introduces the measurement of the
angular distribution. Requirements and detector specifications for this measurement are also described.
Section II describes the experimental apparatus used for the AMPUR experiment, a first-phase measurement
of single photons from undulator radiation in the IOTA facility during Run 2b. This section includes details
about the detector and the data acquisition system installed. Section III describes the data that was taken
during that experimental run. Section V reflects on the experiences of Run 2b to form a set of pathways for
the next phase of this measurement, possibly involving Large Area Picosecond Photodetectors (LAPPDs)
or multiple small microchannel plate photomultipliers. Finally, Section VI goes through the details of the
analysis procedure used to explore data from Run 2b of AMPUR.

A. Undulator radiation from a single electron

Synchrotron radiation emitted from a bunch of electrons passing through an undulator has a roughly conical
angular divergence related to the relativistic parameter y of the beam, the strength parameter K of the
undulator, and the wavelength and number of periods of the undulator dipoles [13]. The angular and spectral
density may be decomposed into a harmonic structure containing a squared difference of % and % order
Bessel functions with their argument related only to the undulator strength parameter, number of periods,
and the period of the undulator [9, 13]. The resulting spectral and angular distributions are shown in the

next subsection for the case specific to this experiment in the IOTA facility.

When only a single electron passes through the undulator, one can consider the effect of quantum fluctua-
tions in the radiation process by taking into account higher order interactions in quantum electrodynamics
(QED)[12]. The solutions to the Lagrangian for a strong external electromagnetic field (undulator) inter-
acting with an electron are Dirac-Volkov states dressed by the strong field [8]. The resulting final states are
states of the radiation field, i.e. a superposition of all photon number states; when detected by a photode-
tector, this coherent radiation state collapses to a number state, for example the number of photoelectrons
in a photodetector [6, 19].

Another perspective, using the tools provided by Feynman diagrams, describes this radiation process as an
infinite sum of interactions of the electron with the photons in the undulator field, each term containing
a higher order interaction in the perturbation series. Single photon emission may be represented by a one
vertex Feynman diagram representing Compton scattering between the electron and the undulator field. The
next-to-leading order diagrams include the emission of two incoherent photons, emitted from a different
space-time region, or two coherent photons, emitted from the same space-time region [8]. In one pass of
the electron through the undulator field, a resulting final state is two photons later detected by a downstream
photodetector.

In the remainder of this document, the angular measurement is sometimes described as a measurement of
the angle of two photons emitted during the passing through the undulator, even though in the radiation-field
perspective the undulator radiation does not become a number state until it is measured and converted into
two photoelectrons at the detector.



B. Undulator radiation in the Integrable Optics Test Accelerator
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FIG. 1. The SLAC STI Optronics undulator installed in IOTA. This undulator has a K parameter of 1.0 and 10 periods
at 55 mm wavelength (see Reference [17]).

The Integrable Optics Test Accelerator (IOTA) is a storage ring at Fermi National Accelerator Labora-
tory (Fermilab) with a research program that includes studying nonlinear focusing integrable-optical beam
lattices, beam dynamics of space-charge effects, optical stochastic cooling, and more [5]. An STI Optron-
ics undulator provided by the Stanford Linear Accelerator Center (SLAC) was installed into one of the
nonlinear-optics insertion stations in IOTA in 2018-2019. This undulator, photograph shown in Figure 1,
will be used to measure properties of undulator radiation as well as to test methods of optical-stochastic
beam cooling.

In the second run period of IOTA, Run 2, four bunches of 100 MeV electrons circulate the 40 m circum-
ference with 7.5 MHz cycle frequency (133 ns cyle period, harmonic number 4). The IOTA facility had
the ability to run at a max average current of about 3.5 mA, as well as circulate a single electron with a
maximum lifetime on the order of 2 hours. The undulator used has strength parameter K of 1.0, a period of
55 mm, and 10 periods resulting in a first harmonic emission wavelength of 1077 nm [17, 20].

The differential emission rate per turn of a single electron as a function of synchrotron wavelength is shown
in light red in Figure 2. The other lines on this plot are related to the detector instrumentation discussed
in the next section. The angular differential-emission spectrum is shown on the left-hand side of Figure 3.
These quantities are calculated using the python wigrad package maintained by Thar Lobach [18].
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FIG. 2. Top: in light red, the full simulated emission spectrum integrated over all emission angles, calculated using
code in Reference [18] with parameters matching the SLAC STI Optronics undulator installed in IOTA. The funda-
mental of this undulator is at 1077 nm, but by summing over all of angular space, as is done in the red trace, the peak
shifts to 1140 nm. This simulation includes light emitted up to 180 mrad, 8 harmonics, and a Bessel harmonic cutoff
of 15. In black shade, the reflectance of two BB2-E02 [38] mirrors used to direct light to the detector, which has close
to 100% reflection in the shaded region. In black line, the quantum efficiency of an Incom LAPPD with B33 [32]
window and bi-alkali photocathode typical in MCP-PMTs. In blue, the combination of mirrors, quantum efficiency,
and detector window transmission. Bottom: the combined detected photoelectron spectrum whose integral represents
about 3200 Hz per electron for a 7.5 MHz cycle frequency.

C. Specifications for an angular correlation measurement

The critical specifications of a detector system that is able to measure the two-photon angular correlation
are:

1. The ability to detect single photons in the optical to infrared spectral region with efficiency higher
than about 10 %.
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FIG. 3. Angular distribution integrated over wavelength of the simulated undulator emission with parameters matching
the SLAC STI Optronics undulator installed in IOTA. The black outline represents the boundaries of a 2 cm detector
at a distance 3.5 m from the emission location. Both plots are a sum of both linear polarities. Left: wavelength
range from 200 - 1800 nm. Right: spectrum convoluted with the mirror reflectivity, detector quantum efficiency, and
detector window transmission. The angular distribution of the harmonics follows the “squared-difference of Bessel
functions” described in Reference [9] and are simulated using code in Reference [18].

2. The ability to detect and distinguish two photons that arrive at the same or different regions in space
within a 10 ns time period. Note, this means both distinguishing whether a detection represents 1
photon or 2 photons and, if the detection corresponds to 2 photons, the positions of those two photons
regardless if they are completely overlapping in space or spatially separated.

3. Have a large ratio between the active photodetector length and 2D photon-position resolution, which
corresponds to a fine angle-difference resolution.

4. The ability to read and refresh the signal digitization buffer on a timescale that is no longer than
the expected arrival of photons, which is on the order of 100 us corresponding to the ~ 3 - 10 kHz
expected signal event rate assuming 20-30% quantum efficiency (see Figure 2).

5. Have low enough dark-noise rate such that a 10 ns gated readout over a 133 ns electron cycling period
has a small noise acceptance compared to 10 kHz single photon and 10 Hz double photon detection
rates.

1. Micro-channel plate photomultplier tubes

Microchannel plates (MCPs) are a single-electron amplification technology, reviewed in detail in Reference
[39]. A glass substrate is fabricated with many closely-packed pores having diameters on the order of 10s
of um and lengths on the order of 1 mm. The insides of the pores are coated with a secondary emitting
material. With modern fabrication techniques using atomic layer deposition, amplification factors, or gains,
of 107 are typical when placing two MCPs in succession with a gap in between, called the “Chevron”
configuration [21, 39]. The high gain-bandwidth and thin geometry of microchannel plates is what allows
MCP-PMTs to achieve 20 - 70 picoseconds timing resolutions on single photons. For more information
regarding the operating principle of MCP-PMTs, see Reference [4].
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FIG. 4. Left: photograph of a Large Area Picosecond Photodetector fabricated by Incom Inc. and a 5 cm Photonis
Planacon. Right: photograph of the 2 cm Planacon used in this phase of the AMPUR experiment.

Microchannel plates decouple the spatial resolution and the size of the sensitive area in an MCP-based de-
tector. Their spatial resolutions are in principle limited by the size of the MCP pores (~ 5 - 25 um) but in
practice are limited by the geometry of the detector and its readout. Some readout geometries have demon-
strated less than 25 pum spatial resolution [36] and other geometries result in 500 - 1000 pum resolutions
[2,7].

Advancements in MCP fabrication that move away from lead-glass MCP substrates have made it possible to
produce MCP-PMTs with 400 cm? sensitive area [1]. These same advancements in MCP fabrication have
allowed MCP-PMTs with bialkali photocathodes to achieve dark-noise rates on the order of 100 Hz / cm?.

Microchannel plate based detectors have the ability to distinguish between one and two photoelectrons due
to their high single-photoelectron amplification. An example of single-photoelectron separation is shown in
Figure 6 in the next section.

For a measurement of the angle of single photoelectrons generated by viewing undulator radiation, the
readout geometry and the size of the detector are important experiment design considerations. These two
qualities constrain the design of the readout electronics system, including the trigger and digitization flow,
as well as the resulting angular correlation sensitivity.

2. Semiconductor-based photo-detectors

One example of a commonly used semiconductor based photo-detector is a silicon photo-multiplier (SiPM)
which typically is configured as a pixellated array of single-photon avalanche diodes (SPAD). SiPMs have
unprecedented sensitivity to distinguishing the number of photoelectrons detected and also have detection
efficiencies of greater than 20% in the optical region.

The SiPM pixel size is roughly equal to its spatial resolution, typically on the order of 0.5 - 10 mm. To
achieve sensitive detector length to position resolution ratios comparable to commercially available MCP-
PMTs, one would require on order 1,000 - 18,000 SiPM electronics channels.

The dark-noise rate of SiPM pixels at room temperature varies but is on the order of 1 MHz / cm? or higher
[34]. The dark-rate is drastically reduced at low temperatures, for example to less than 5 kHz / cm? at



165 Kelvin [26]. Without additional supporting design factors, high dark-noise rate is the main quality that
disqualifies SiPMs as a detector technology for this angular measurement.

II. EXPERIMENTAL SETUP

A. Detector configuration

Micro-channel plate

Anode pads
Photon/photo-electron

FIG. 5. An illustration of the signal-sharing between multiple pads in the four-pad anode of the Planacon used in
AMPUR. The microchannel plates produce a macroscopic charge cloud that induces signals in anode pads. In the
case of one photoelectron, the incident position may be reconstructed using the fractional signal sharing of each pad.
In the case of two photoelectrons and the large anode pads of this four-pad Planacon, the position and fractional-signal
distribution become mixed measureables.

A test of the candidate MCP-PMT technology, a small-format MCP-PMT from Photonis called the mini-
Planacon XPM85112 [29] was instrumented into the beam to detect two-photon emission from a single
electron, shown in Figure 4. A system of lens-tubes coupled to a viewport downstream of the undulator re-
flects undulator radiation off of optical mirrors, directing the undulator radiation cone to a dark box situated
above the accelerating structure. The total optical-path length from the center of the undulator to the dark
box is about 3.5 meters. The 2 cm side-length of the Planacon correpsonds to a half-angle acceptance of
2.86 mrad.

The readout of the XPM85112 is a 4 x 4 array of square pads internal to the detector vacuum packaging.
Externally, the 4 x 4 array is converted to a 2 x 2 array by connecting adjacent pads. This connection is
made using hookup wire close to the 2 x 16 signal-pin headers on the back of the detector.

Charge clouds produced by the microchannel plates induce a voltage in a single anode pad or multiple anode
pads depending on the position of the primary electron and the size of the charge cloud. This signal-sharing
property of MCP-PMT readouts, illustrated in Figure 5, allows for continuous position resolution across the
photosensitive area, and also allows for better position resolution than the size of the anode pad [27].

Depending on the size of the anode pads relative to the charge-cloud size, the signal-sharing property can
negatively affect one’s ability to distinguish the positions of two photons. For example, two photoelectrons
that produce a lower-than-average amplitude pulse and that land at the center of two adjacent anode pads
may look like one photoelectron arriving directly between the two anode pads. For this reason, it is ad-
vantageous to have anode pads that are much smaller than the expected separation distances of the photons
(see Specification 2). This challenge may be overcome by calibrating the 2D position response and single
photoelectron response as described later in Section V.



1.  Typical quantum efficiency

The quantum efficiency of this detector was not characterized during Run 2b and represents a possible
source of systematic uncertainty. The mini-Planacon XPM85112 has a typical quantum efficiency of 22%
peaking at 380 nm as shown in its datasheet in Reference [28]. The spectrum of the LAPPD quantum effi-
ciency shown in Figure 2 is similar to the reported spectrum in the XPM 85112 datasheet. The reflectance
spectrum of the two ThorLabs BB2-E02 mirrors [38] is shown in shaded grey, and the resulting detection
spectrum is shown in blue. The mirrors are the element that rejects the most ultra-violet light. The result-
ing differential detection rate per single electron per pass through the undulator is displayed in the lower
subfigure. Integrating this spectrum results in about 0.426 x 10~ photoelectrons detected by the Planacon
per turn per electron. For a 133 ns IOTA period, this corresponds to a rate of about 3200 Hz of single
photoelectron detections.
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FIG. 6. Single photoelectron charge spectrum using an attenuated pulsed laser with 2400 V applied to the detector
high-voltage input. The laser is aligned with the center of each anode pad and 70k events are recorded at an occupancy
of about 0.2 photoelectrons per pulse. Each sub-plot represents the spectrum for that pad, with the subplots oriented
in the light-cone’s “beam’s-eye view”.

The gain of the mini-Planacon with the high-voltage divider provided by Photonis has been tested by Pho-
tonis prior to sale [30]. If one assumes that the gain function has the following form,

log;o(G) =mV +b (1)
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FIG. 7. Single photoelectron pulse-height distribution using the same data as in Figure 6. Pulse heights are defined
as the minimum sample within the digitized event waveform, as the pulses are negative polar. This histogram has an
applied factor of -1.

where V is the voltage applied to the input of the provided high-voltage divider associated with this detector,
and G is the gain, then the parameters based on the test sheet correspond to m = 0.0033 V™!, and b =
—1.532.

During the experimental phase, two high voltage settings were used: 2400 V and 2480 V corresponding to
2.4 x 10% and 4.5 x 10° gain respectively using the relation above. The gain at 2400 V was calibrated using
a Tektronix DPO7354 and a pulsed laser attenuated to produce a detector occupancy of about 0.2 pulses per
laser trigger. Pulses were measured at the center of each anode pad. The 70k events were integrated over at
10 ns range containing the expected single photoelectron pulses.

The resulting charge spectrum results in a gain of 1.3 to 1.77 x 10° depending on the channel, shown in
Figure 6. The pulse heights are also extracted without a noise threshold, resulting in a peak pulse height of
6.6 to 8.91 mV as shown in Figure 7.

B. Data acquisition system

The data acquisition system (DAQ) is shown in diagram form in Figure 8. The Planacon was installed in the
dark-box station above the M4R IOTA bending magnet. Light is directed onto the surface of the Planacon
without the use of lenses, resulting in an expected angular distribution of photons inside the black square
of Figure 3. The anode pads are coupled to four RG58 BNC cables which exit the dark box. These signal
cables are connected to 75 m RG58 BNC cables that route from the IOTA cavern to the Electronics Service
Building (ESB) at ground level.
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Due to technical difficulties, the signals exiting the dark box were not pre-amplified. Instead, the signals are
amplified by a 20 dB AC-coupled NIM amplifier in ESB. The losses in 75 m of RG58 cable in the frequency
range of 200 to 500 MHz is about -20 dB [31]. The low gain of the MCPs in combination with a net gain
of 0 dB through the DAQ chain results in a poor separation between single photoelectron amplitude and
minimum discriminator threshold of about -15 mV [22]

The routing of signal lines after amplification by the NIM amplifier is shown on the right-hand side of Figure
8. One output of the two-channel amplifier is sent to a digitizing Tektronix DPO7354 oscilloscope. The
second output is discriminated by a NIM discriminator whose inputs are gated by a 20 ns window aligned
with the 7.5 MHz RF clock as well as the passage of the electron through the undulator. Discriminator
outputs are routed to (1) a VME counter on each channel and (2) a coincidence logic unit configured as a
summed OR gate. The output of the OR coincidence is used to trigger the oscilloscope but is not digitized
by the oscilloscope.

The result is a DAQ system that digitizes a 100 ns event containing all four channels whenever 1 or more
of the amplified signals goes above threshold within the 20 ns gate, which is aligned with the arrival of
the electron at the undulator. Those events are stored to an external hard drive in 9000-event batches. An
additional handle on the state of the detector comes from the live-monitored VME counters that increment
whenever the channel goes above threshold during the 20 ns gate. The VME counters are routed to ACNET
variables NISRCNT 11, 12, 13, and 14 corresponding to channels 1, 2, 3, and 4.

III. DATA COLLECTION DURING RUN 2B

Six 8 hour shifts were taken during IOTA Run 2b in the time period between 2/26 and 3/18 of 2020. The
details of each shift summary may be found at the AMPUR experiment redmine wiki: hyperlink here. The
first few shifts were used to measure photons from many electrons circulating the ring, align the detector
with the emission cone from the undulator, confirm expected rates, tune the timing of the DAQ gate, de-
termine minimum discriminator thresholds, and develop the procedure for producing a single circulating
electron in IOTA based on procedures developed during Run 1. The shifts on 3/3, 3/5, and 3/8 produced
data useful for single electron analyses summarized later in Table I.

A. Beam configuration

The mini-Planacon is mounted on a translation stage that shifts it into and out of the optical path of undu-
lator emission. The position parallel to the optical path is fixed. On 3/3, the detector position was scanned
incrementally out of the radiation cone as shown in Figure 9. This figure shows the VME counter rates
over time, where the position of the detector is incremented every few minutes. The variation in the detec-
tion rates are due to slight variations in the discriminator thresholds, as well as variations in the gain for
each channel, amplification factor from the NIM amplifier, and angular distribution of emitted light. The
operating position is chosen to maximize both rate and channel-rate uniformity.

On 3/5, the rate of the discriminator channels are monitored as the IOTA beam is scraped, reducing the
number of circulating electrons from 100 s to one. Figure 10 shows the rate of each channel averaged over
3 seconds for electron occupancies of 5 down to 1. A single electron corresponds to an increased rate of
about 60 Hz per channel above the -15.1 mV threshold, of which there is a background rate of about 110
Hz per channel.

The measured rates at 2400 V correspond roughly to a rate of 240 Hz per electron, about a factor of 13
lower than expected from the calculations in Section I A. This is likely due to the high threshold of 15 mV
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FIG. 9. Trigger rates of each anode pad as the Planacon is incrementally stepped out of the undulator radiation path.
At the beginning of the time series, about 150 electrons are circulating. The detector is swept across the beam to
locate the position where the rates on each channel are highest and most uniform. The final operating position is set at
the end. Non-uniformities at this stage are possibly due to gain variations and non-uniform discriminator thresholds.

relative to the expected single photoelectron amplitude of about 6.6 - 8.9 mV [23].

B. Dataset description

Dataset ID |# of e- Applied HV | Disc. Thresh. |# Events
D5 500-1000{2400 V 15.1 mV 400k
D6 0 2400 V 15.1 mV 200k
D10 1 2400 V 15.1 mV 450k
D9 0 2400 V 15.1 mV 135k
D15 1 2480V 20.0 mV 450k
D17 0 2480V 20.0 mV 225k

TABLE I. Datasets used in the analysis in Section VI. An increase in the high-voltage settings should increase the
gain and amplitude of the single photoelectron pulses by about a factor of two.

Table | summarizes the main datasets used in the analysis stage. For most data taking sessions, the beam was
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FIG. 10. Trigger rates of each anode pad as the number of electrons circulating in IOTA decreases from 5 to 1. A
single electron at 2400 V input high voltage represents about 60 Hz per channel above the 15.1 mV threshold of the
discriminators in this dataset. These rates represent running derivatives calculated over 3 seconds of 15 Hz sampled
ACNET channels.

configured with a few hundred electrons at 100 MeV which are then scraped down to 1 electron contained
within the main RF bucket that drives the gate on the discriminators. In one case, D5, data was taken with
100s of electrons in an attempt to produce a high intensity image of the undulator and dipole radiation.
Immediately following or preceding each data run, a dataset was taken with all DAQ systems equivalent but
with no circulating electron. These datasets represent a control dataset or “noise” dataset.

IV. LESSONS FROM EXPERIMENTAL RUN 2B

Details of the analysis of data resulting from the datasets described in Section III are outlined in Section
VI. The main lessons, or conclusions, from the experience of taking data during Run 2b is that significant
improvements may be made to the measurement if one installs (1) an electronics architecture with higher
signal to threshold separation and (2) finer-grained detector readout for separating the two photons in space
while maintaining position resolution.
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V.  PROPOSED NEXT STEPS

In the next two subsections, two clear paths for a higher resolution detector configuration are described.
Both paths are intended for installation within the next year (2020-2021).

A. Large Area Picosecond Photodetectors

Large Area Picosecond Photodetectors (LAPPD™) are 20 x 20 cm? active-area microchannel plate pho-
tomultipliers with quantum efficiencies on the order of 25 - 35%, single photoelectron timing resolution of
50 - 60 ps, and position resolutions on the order of 1 mm or less depending on the geometry of the readout
[1-4,21].

LAPPDs are a uniquely advantageous choice of detector for the next phase of AMPUR due to the following
qualities:

* LAPPDs meet all of the AMPUR specifications in Section I C. In particular, their large area allows for
a large ratio of undulator cone radius to position resolution which determines the angular correlation
sensitivity.

* Multiple commercially produced LAPPDs are presently in operation at Fermilab. Fermilab has the
largest number of LAPPDs in operation and testing compared to any other institution. Thus they
are a familiar technology with on-site experts. There are also test facilities at Fermilab that can
commission and calibrate the detectors prior to installation into IOTA.

» The capacitively coupled version of LAPPDs, often called the Generation-1I LAPPDs, have a con-
figurable readout geometry that may be changed throughout the LAPPDs lifetime for optimizing to
specific measurements [3, 4, 10, 14, 15]. In other words, one may start with a phase where the read-
out allows for 1 mm spatial resolution over 60 electronics channels and then later move to a different
readout geometry with 100 y m resolution and 4 channels without changing the detector design.

The dark-noise rate of an MCP-PMT scales linearly with the active area, which is about 400 cm? for the
LAPPD, which is higher compared to the ~ 1 - 10 cm? of other commercial MCP-PMTs. Still, MCP-PMTs
have much lower dark rates than some other candidate detector technologies. The total dark rate of LAPPDs
is typically in the range of 1 - 10 kHz and is strongly dependent on the high voltage settings [4].

1. PSEC4 Electronics

The requirement of the electronics system for the AMPUR measurement is to determine the number of
photoelectrons and their positions using the output signals from a detector. Because the expected detection
rate for single and double photoelectrons is on the order of 10 kHz and 10 Hz respectively for a 7.5 MHz
electron cycle frequency, the electronics system may not store signals from every turn of the electron. The
electronics system may also not want to store all single photoelectron detection events.

A custom electronics system based on the fast-waveform sampling application specific integrated circuit,
called the PSEC4 electronics, has been used to digitize signals from LAPPDs at Fermilab. The PSEC4
electronics system is designed to fully digitize negative polar pulses from the MCP-PMT from many readout
channels to sensitively reconstruct the time-of-arrival and position of the photoelectrons. This electronics
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system, described in detail in References [4] and [25], has been commissioned twice in the Fermilab Test
Beam Facility (FTBF). It is presently undergoing a major firmware upgrade during the summer of 2020 that
will allow it to be more applicable to the AMPUR experiment in IOTA.

In preparation for this electronics option, the Run 2b period of the AMPUR experiment used a DAQ system
designed around waveform digitization and off-line reconstruction of photoelectron number and position,
as outlined in Section II B. A major limiting factor in the resulting electronics system during Run 2b was
the small separation of signal amplitude and trigger threshold

The PSEC4 electronics system uses on-chip constant-threshold discriminators with a minimum threshold
of about 10-20 mV. Therefore, the LAPPD used must have single photoelectron amplitudes on the order of
30-40 mV (gains on the order of a few 107) and/or a readout with few readout conductors to increase the
total parallel impedance to the digitizing electronics. Another option is to use RF amplifiers; the PSEC4
electronics board has a mezzanine connector for an optional series amplifier for each channel.

2. Strip-line anode

A primary consideration that affects the resolution of the measurement is the choice of readout geometry.
The most readily available and tested readout geometry for LAPPDs is the strip-line anode. Please see
References [7] and [4] for details, and Figure 11 as a photographic reference. This particular anode readout
was designed to optimize timing resolution, spatial resolution, and low channel count.

While the AMPUR experiment does not rely heavily on the timing information of the detected photons,
this readout geometry has been tested more than any other geometry for LAPPDs. Both the LAPPD-based
time of flight (TOF) system at the FTBF and the ANNIE experiment at Fermilab uses the strip-line anode
geometry. Generation-I LAPPDs sold by Incom have the strip-line anode hermetically sealed to the detector.

Typical spatial resolutions achieved for this 30-channel readout are 1 mm in both dimensions [2]. Positions
may be reconstructed by either connecting digitizing electronics to both ends of each strip or connecting to
only one end of each strip and measuring the delayed reflections off of unterminated ends [25].

As was seen in the four-pixel readout of the AMPUR phase of Run 2b, the size of the MCP charge-cloud
relative to the readout geometry dictates the degree of signal sharing between anode pads. This plays a role
in distinguishing the positions of two photons and distinguishing whether an event involves the detection of
one or two photons simultaneously.

The transverse dimensions of the charge cloud from Generation-I Incom LAPPDs 42 and 43 were charac-
terized in Reference [4]. The 9.8 £ 2.5 mm FWHM of the signal distribution on the strip-lines, in other
words the transverse size of the charge cloud imaged on the strips, is reconstructed by fitting the integrated
signal on each strip-line with a Gaussian. The events from this dataset are induced by cosmic ray particles
that pass through a 5 mm B33 window, generating a cone of Cherenkov light with radius of about 5 mm.

3. Crossed-delay line anode

A cross delay-line anode is a readout geometry optimized for position resolution and low channel count
[10, 11, 35, 36]. The cross delay line readout uses multi-layer printed circuit board (PCB) technology to
create a pattern of orthogonal delay lines separated by a layer of dielectric in the PCB. The delay lines
snake back and forth so that induced pulses arrive at the two ends of the delay line with a delay related to
the transverse position of the MCP charge cloud. These time delays may be measured by a time-to-digital
conversion circuit. Typical delays can range from 100 - 1000 ns. Position resolutions for MCP-PMTs have
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FIG. 11. Photograph of the strip-line anode geometry. The anode was designed to optimize on timing resolution,
spatial resolution, and low channel count. Typical spatial resolutions achieved for this 30-channel readout are 1 mm
in both dimensions [2]. Typical timing resolutions for single photoelectrons are 50-70 ps.

been acheived at the level of the pore diameter, or 25 microns [35, 36].

The capacitively coupled version of LAPPDs, called the Generation-II LAPPDs, have a configurable readout
geometry that may be changed throughout the LAPPDs lifetime for optimizing to specific measurements. A
delay-line anode geometry has not yet been implemented as the hermetically sealed anode of a Generation-I
LAPPD. On the other hand, a delay-line anode may be installed on the outside of a capacitively coupled
LAPPD. Delay-line anodes for LAPPDs have not been designed or developed for use on Fermilab owned
LAPPDs, though the company Incom Inc. is presently testing delay-line anode geometries.

The PSEC4 electronics have a total event-buffer length of 25 ns. Depending on the design of the delay-line
anode, in particular its position resolution specification, this electronics system is not suitable due to its
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limited event buffer. Crossed delay-line readouts typically have a total of four channels, which may allow
for an easier search for suitable electronics systems.

B. Using multiple small MCP-PMTs with segmented anodes

Another suggested detector configuration for the next phase of the AMPUR experiment involves the use
of two or more small MCP-PMTs placed adjacent to one another, each with a pixellated readout geometry
similar to the one used in Run 2b or another readout geometry customized for this measurement. The
use of two detectors removes the need to disambiguate overlapping MCP charge clouds shared by the
relatively large anode pixels within the same detector. It may also simplify the trigger conditions for two
photon events, as two pulses may either represent two coincident dark pulses, a coincident dark pulse
with a single photoelectron detection, or a two photoelectron detection event where the separation angle
is large enough for the photons to bridge the two detector boundaries. On the other hand, this detector
configuration and its DAQ architecture must account for the possibility of completely overlapping detection
of two photoelectrons.

One advantage to this detector selection is that many small area MCP-PMTs are commercially available
and are widely used. The reduced area also leads to reduced dark-noise rates depending on the vendor.

C. Suggested calibration procedures

One element lacking in the preparation of the Run 2b phase of the AMPUR experiment was calibration of
the detector. Only the gain was calibrated prior to installation (see Figure 6), and that calibration did not
include the amplifying electronics of the data acquisition system as installed.

The following calibration procedures, assuming access to a pulsed and triggered laser system, are suggested
for the next phase of this experiment:

* Response of detector with respect to position of incident laser light: a full 2D position scan of
the detector’s active area with a laser at constant intensity allows for the characterization of signal
sharing and MCP charge-cloud shape for the particular detector and readout geometry used in the
experiment. In other words, this is a spatial calibration of the response of multiple adjacent readout
conductors to the onset of an MCP charge cloud. The 2D scan dataset may be used as a lookup table
during the analysis stage. The lookup table takes an input set of signal amplitudes at each anode
pixel and finds the best-matched position of either one or two coincident photoelectrons.

* Quantum efficiency: a careful calibration of the detector’s quantum efficiency allows for the cal-
culation of expected single and two photon event rates for a given electronics system. The quantum
efficiency may be measured using a calibrated reference photodiode, a diode with adjustable but
steady intensity, and an ammeter measuring the current across the gap between the photocathode and
the top MCP. This measurement is possible in the Fermilab Lab 6 LAPPD test facility managed by
the ANNIE experiment.

+ Single photoelectron gain: the gain of a single photoelectron at various high voltage settings must
be made in order to distinguish single and double photoelectron events. The calibration provides the
best results if using the full chain of cabling and amplifiers as installed in the experiment.
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VI. WAVEFORM ANALYSIS

Following a threshold crossing on any of the four Planacon readout channels in coincidence with a 20 ns
beam gate aligned to the electron passage through the undulator, a trigger signal is sent to a Tektronix
DPQO7354 that digitizes 100 ns of waveform data on each channel. See Section II B for more details. The
sampling rate of digitization is 100 ps per sample with 0.8 mV resolution.

The oscilloscope is set to record 9000 events and then save to a Tektronix “.wfm” file. The data logging
process is then repeated until reaching the event counts listed in Section III. The .wfm files are reformatted
for input into a Python based analysis program.

This section describes the waveform analysis methods for extracting the number of photoelectrons and their
positions from the raw oscilloscope data.
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FIG. 12. An example event from dataset D10 where channel 2 has signal that passes the discriminator threshold and
triggers the waveform digitizer. Channel 3 has shared some of the signal. The fractional sharing may be used to
infer the position of the impinging photon or photons. Shaded regions represent the 10%-t0-90% rise-time region
reconstructed by the constant-fraction-discrimination analysis.

An example event is shown in Figure 12 where the photoelectron (or electrons) is primarily detected near
pad 2 but has some shared signal on pad 3. Note that channels 1 and 2 have 500 MHz bandwidth where
channels 0 and 3 have 3.5 GHz bandwidth due to technical complications.

The general analysis procedure goes as follows. The following subsections will expand upon these steps:
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1. Perform a rough baseline subtraction by calculating the median value of all sample voltages and
subtracting from all samples.

2. Trim each waveform such that only the data that aligns with the electron passage through the undula-
tor remains. The window used is 15 ns wide. This is to reduce data processing time and data volume
in the following steps. The range is set by looking at an overlay of 9000 events and centering the
window on the arrival times of pulses.

3. Perform a pulse-template fitting procedure using the non-negative least squares fitting algorithm,
described in detail below. The result is a noise-reduced waveform based on the expected shape of
Planacon pulses.

4. Perform a pulse-property extraction routine that finds candidate pulses using a constant threshold,
finds the peak of the pulse and stores the amplitude, performs a constant fraction discrimination
analysis to find the 22% arrival time and other timing characteristics, and performs a rough integra-
tion over the width of the pulse.

This first pass pulse-finding analysis is used to perform more fine-tuned analysis procedures that use the
coarse pulse information as an input to select golden events.

A. Raw waveform noise reduction

A template fitting method is used to reduce noise before using a threshold discriminator to calculate prop-
erties of pulses in the event window. The template fitting method is based on the non-negative least squares
(NNLS) deconvolution algorithm. For more information on the NNLS method, see References [37] and
[16], Chapter 1 Section 2 of [40], and the python wrapper used in this analysis from scipy.optimize.nnls
[33].

N
The NNLS template fit is obtained by solving the equation argmin [|[AX — b ||. In this equation, the noisy
signal from front-end electronics is represented as a vector » with elements equal to the sample voltage at
each time index. The j row of the matrix A is a noise-less template shifted in time by j samples relative

_>
to the 0" sample of the waveform & . For illustrative figures and more information, see Section 7.3.2 of
Reference [4].

Because the NNLS fit is both sensitive to the template waveform shape and does not have gaussian dis-
tributed residuals, the noise-reduced waveform is not used for any other purpose than to find the rough
arrival time of the peak of a pulse that crosses a constant threshold. In the case of AMPUR data, the tem-
plate is formed by spline fitting (order 3) an example pulse that has been cherry picked from the data. Each
channel has its own template.

B. Pulse property extraction

Following the noise reduction procedure, the event waveforms are passed through a pulse property extrac-
tion routing with the following steps:

1. The NNLS waveform is fed into a peak finding algorithm, where every local minimum is indexed if
it has a sample value lower than -6 mV and is not located within 400 ps of a nearby local minimum.
This peak finding algorithm is packaged in Python by Lucas Hermann Negri as “peakutils” [24].
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2. A spline fit with order 3 is performed over a 1 ns window around each peak time found in the above
step. The amplitude is extracted from this spline fit.

3. The amplitude from the above step is used as input to a constant fraction discrimination function to
find the 22% and 90% of amplitude time points along the rising and falling edge of the raw waveform.
Linear interpolation is used to find times in between sampling intervals.

4. Only pulses with 22-t0-90 risetimes between 0.2 and 5 ns are kept. This cut is performed to remove
events where gross errors in the noise reduction or peak finding algorithm occurs.

5. The raw waveform is integrated from 22%-rising point to 22% falling point and stored as a rough
measure of integrated signal.

The amplitude, peak time, 22% arrival time, 22-t0-90 rise time, and rough integrated signal is stored for use
in filtering algorithms and data analysis.

C. Timing properties of reconstructed pulses
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FIG. 13. Risetime, time-of-arrival, and time-of-peak of pulses from dataset D10. The time-of-arrival is measured
relative to the oscilloscope trigger, i.e. the output of the logic coincidence unit. The spread in time-of-arrival does
not represent a spread of the photon arrival relative to the RF clock. The arrival times are used to identify a small
arrival-time window used in off-line in the analysis.
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Risetime, time-of-arrival, and time-of-peak statistics are shown in Figure 13. The spread in time-of-arrival
does not represent a spread of the photon arrival relative to the RF clock, but rather the time-of-arrival
relative to the oscilloscope trigger which is generated by the output of the logic coincidence unit.
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FIG. 15. Comparison between charge spectra of the 1-electron and 0-electron datasets for channel 4. Left: datasets
D10 and D9 at 2400 V and 15.1 mV threshold. Right: datasets D15 and D17 with 2480 V and 20.0 mV threshold.

For all datasets, the full integral of a 10 ns wide region around the mean time-of-arrival of pulses is recorded
in addition to the pulse amplitudes. As a shorthand, the integral of the waveform will be referred to as the
“charge” and is divided by 50 Q and converted to number of electrons.
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The charges and pulse heights for the laser calibration dataset (no amplifiers), 2400 V dataset, and 2480 V
dataset are shown in Figure 14. A lognorm distribution is fit to the charge peaks to reveal the difference
in median charge between the unamplified laser calibration data and the fully cable-routed, amplified, and
thresholded pulses. The increase in applied high voltage from 2400 V to 2480 V represents about a factor
of 2 increase in amplitude and charge.

One takeaway from these spectra is that the voltage thresholds of the NIM discriminator for both datasets
digs into the single photoelectron signal spectrum. At 2400 V, as in D10, the single photoelectron amplitude
is expected to be about 6.6 mV to 8.91 mV (see Section I A) whereas the threshold is set to 15.1 mV. At
2480 V, the expected amplitude is about a factor of two higher and a 20 mV threshold was used.

During the data logging described in Section III, a so-called “noise” dataset, where 0 electrons were present
in the ring, was recorded just before or after a “signal” dataset with 1 electron circulating in the ring. The
charge from 2400 V and 2480 V high voltage settings is compared for both noise and signal datasets in
Figure 15.

Both of these comparisons point to the need for lower dark-noise rates in the detector during the next
experimental phase, as differences in these spectra are not significant. At least a factor of 2 may be achieved
by reducing the beam-aligned discriminator gate from 20 ns to 10 ns.



24

E. Position and photon-number reconstruction

H
2
i

754 |
5.0 2 -
2.5

102

0.0

y position (mm)

—-2.5—

-5.0—"
103

noramlized number of events per 0.1 mm bin

-7.5—.]

I |
-10.0 -7.5 -5.0 -2.5 0.0 2.5 5.0 7.5
X position (mm)

FIG. 16. A histogram with log color scale of the 2D position of each event using analysis-method 1 described in the
main text using dataset D15. The orange outline represents the position and boundary of the four anode pads. The
color scale represents the number of events in each 0.1 mm by 0.1 mm square bin, normalized to the total number of
events.

The recommended method for reconstructing the positions of all detected photoelectrons is to have a cali-
bration dataset where a laser is scanned over the surface of the detector in many discrete steps and events are
digitzed at each laser position. This forms a lookup table where the datasets at each laser position provides
an average waveform for each readout conductor. For each detection in an experiment, the lookup table is
searched for the laser position that has the closest matching signal distribution.

In this phase of the experiment, a finely discretized lookup-table calibration was not performed. Instead,
the method of weighted mean, or “center of charge”, is used to reconstruct the position of a photoelectron
in an IOTA event.

If pad i at position 7 = (x;,y;) captures a signal intensity g;, then the center of charge reconstruction method
predicts a photoelectron position of

. 1 o
Treco = Ziqi;qlrl (2)
This equation can be further corrected by accounting for relative differences in signal response from each
pad, generated from variations in gain or coupling. A calibration was performed where a laser with constant
intensity was placed at the center of each anode pad and many events were digitized, shown in Figure 6.
The mean amplitudes and charges from each pad’s calibration dataset were recorded, resulting in relative
scaling factors A; such that
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Treco = m ;(Ai/Aref)Qi?i 3)

where A, is the mean amplitude of one of the channels, chosen arbitrarily to be channel 1.

Two methods are used to form the signal intensities g;:

1. Each channel’s waveform is integrated over the 10 ns window described in Subsection VI D, regard-
less of whether a pulse exists on that channel or not. In this way, some values for g; may be close to
zero and some may have positive values due to positive pickup from electrical noise.

2. Each channel’s waveform is integrated over the 10 ns window as in the first method; however, if
the absolute value of the total integrated signal is not above a threshold, then that channel’s g; is
set to zero. The threshold is defined as the minimum of the charge spectra, one channel shown in
Figure 14, that preceeds the distribution corresponding to pulses. This method rejects signal from
the electronics-noise pedestal.

Neither of these methods attempts to distinguish single photoelectron verses double photoelectron events,
as a clear two photoelectron distribution is not observed in the charge spectra and a careful calibration of
single photoelectron charge distribution was not performed using the full chain of cabling and amplifiers as
installed in IOTA.

A 2D histogram of reconstructed positions of each event from dataset D15 are shown in Figure 16 and
Figure 17 for methods 1 and 2 respectively. Most events are fully contained within a single pad, whereas
some events bridge the gaps between the pads. These are events that contain significant integrated signal on
multiple channels.

Figure 18 shows the difference between two histograms representing the positions of dataset D15, with
1-electron circulating the ring, and D17, with 0-electrons circulating the ring. Positive values on the color
scale correspond to excess events in the 1-electron dataset relative to the O-electron dataset. As with the
charge spectrum comparison of these datasets in Figure 15, the differences in these datasets are slight. An
excess of noise events in the upper-left channel could be due to the amplitude statistics of dark noise in that
channel, or other effects.

VII. SUMMARY

The properties of radiation emitted when a single electron passes through an undulator element, though
quantum in nature due to small occupation number, should extrapolate to the same observed properties of
undulator radiation in the high occupation number of an intense electron beam. Instrumentation has been
developed to view undulator radiation at single photon intensities in the Integrable Optics Test Accelerator
(IOTA) at Fermilab. This document describes a first-pass installation of instrumentation for observing
undulator radiation in the angular and number phase space region from a single circulating electron.

One phenomenon that is under investigation in the AMPUR experiment is a non-negligable probability
of two photoelectrons being generated in a detector viewing the radiation during a single passing of the
electron through the undulator. The AMPUR experiment attempted to form a picture of the angular distri-
bution of undulator radiation during Run 2b of IOTA. The instrumentation developed may also be used to
study properties of undulator radiation relevant to other applications in accelerator physics, such as optical
stochastic cooling.
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FIG. 17. A histogram with log color scale of the 2D position of each event using analysis-method 2 described in the
main text using dataset D15. The x-y scale is zoomed in relative to Figure 16. The orange outline represents the
position and boundary of the four anode pads. The color scale represents the number of events in each 0.1 mm by 0.1
mm square bin, normalized to the total number of events.

Experience during the AMPUR experiment, and other experiments during Run 2b, have demonstrated that
attenuation of the IOTA beam to a single circulating electron may be achieved reliably on a routine basis.

Microchannel plate based photomultiplier technology is being considered as a technology for measuring
the angular distribution of events where two photoelectrons are generated in a single pass of the electron.
One electronics system has been tested for recording signals from a four-pixel MCP-PMT, digitizing entire
waveforms while simultaneously allowing for the monitoring of the trigger rates of individual channels. The
experience with this electronics system and a small, low gain MCP-PMT has lead to the following potential
improvements and notes for the next phase of experimentation: (1) amplification after the detector will be
needed for thresholds on the order of -10 mV and detector gains less than a few 107; (2) improvements to
position and number reconstruction may be made if a finely discretized laser-scan calibration is provided
alongside the accelerator data; (3) further reductions in detector dark noise, or a higher purity trigger con-
dition, will provide better separation of signal to background, possibly leading to a more clear image of the
angular distribution of photoelectrons.

The next phase of the AMPUR measurement, possibly called the Precision AMPUR (PAMPUR) experi-
ment, may involve the use of either a Large Area Picosecond Photodetector (LAPPD) or multiple small
commercial MCP-PMTs placed in an array. Both of these detector pathways will allow for a larger radiation-
cone radius to position resolution ratio, improving the angular precision to levels on the order of 10-100
urad. Both detector options will require the development of electronics systems that can sensitively select
single photoelectron or double photoelectron events on-line during the operation of the accelerator. The
route involving the use of LAPPDs could build upon the development of the PSEC4 electronics system
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FIG. 18. The difference between 1-electron (D15) and 0-electrons (D17) position reconstruction spectrum for
analysis-method 1. Positive values correspond to excess events in the 1-electron dataset compared to the 0-electron
case.

used currently to digitize waveforms at high sampling rate on LAPPDs in the Fermilab Test Beam Facil-
ity time-of-flight system and the Accelerator Neutrino Neutron Interaction Experiment (ANNIE), also at
Fermilab.
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